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ABSTRACT:
Speech learning can be influenced by a variety of factors. A growing body of literature suggests a significant

influence of sleep on speech learning, i.e., those trained in the evening outperform those trained in the morning most

probably due to consolidation of learning that happens during the sleep for the evening group. Since, learning, in

general, may be a process that spans multiple sessions, in the current exploratory study, we aimed at investigating

the effect of a multi-session training paradigm on the learning performance of the morning vs evening group. We

compared young adults who were trained in the morning (8–10 am; n¼ 16) with those who were trained in the eve-

ning (6–8 pm; n¼ 16) on a Hindi dental-retroflex pseudoword-picture association training paradigm. Overall, we

found that the evening group learned to a larger extent both for the identification (on trained items) and discrimina-

tion (on untrained items) tasks. The current findings, even with a multi-session paradigm, are consistent with the pre-

vious findings that support enhanced performance by training in the evening. These findings may have clinical

implications toward scheduling of speech therapy. VC 2024 Acoustical Society of America.
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I. INTRODUCTION

Speech and language learning is a complex process that

can be affected by a variety of subject-internal (e.g., musical

experience, cognitive abilities, general perceptual aptitude)

and subject-external (e.g., amount of stimulation, stimuli

variability, multiple sessions) factors (Allen, 2013;

Fuhrmeister and Myers, 2020; Qin et al., 2021; Wade et al.,
2007; Wong and Perrachione, 2007). In the past decade, a

growing body of scientific literature (Batterink et al., 2014;

Drouin et al., 2023; Earle and Arthur, 2017; Earle and

Myers, 2015a,b; Fenn et al., 2003; Fuhrmeister et al., 2020;

Fuhrmeister and Myers, 2020; Holz et al., 2012; Qin and

Zhang, 2019) has uncovered the role of sleep as a significant

subject-internal factor that can affect speech and language

learning. More specifically, from studies based on training

non-native speech sounds, it has been found that those who

are trained in the evening learn better as compared to those

trained in the morning (Drouin et al., 2023; Earle and

Myers, 2015a,b; Fuhrmeister et al., 2020; Holz et al., 2012;

Qin and Zhang, 2019) due to consolidation that happens dur-

ing sleep. As most of the previous relevant studies

comparing the morning vs evening training groups are based

on training within a single session, the effect of a combina-

tion of an extended training dosage with training sessions

spanning across multiple days is currently unknown. In the

current exploratory study, using a 5-session artificial lan-

guage training paradigm (Antoniou and Wong, 2016; Chen

et al., 2015; Maggu et al., 2018; Maggu et al., 2019; Wong

and Perrachione, 2007), we examined the effects of multi-

session training on the learning (of trained items) and gener-

alization (to untrained items) for the morning vs evening

groups.

Recent studies on non-native speech sound learning

have revealed a significant effect of sleep on learning. More

specifically, from a theoretical perspective of the two-stage

complementary systems (CLS) model, learning causes ini-

tial episodic encoding of information that is being taught

within a particular context, but overnight sleep facilitates a

consolidation process that helps in the abstraction of infor-

mation beyond the context, via a declarative memory sys-

tem, leading to generalization to novel stimuli. This has

been found to be true for both tone (Qin and Zhang, 2019)

and non-tone language stimuli (Drouin et al., 2023; Earle

and Myers, 2015a). One of the most popular paradigms that

has yielded replicable findings in this regard consists of two
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subject sample groups i.e., those trained in the morning vs

those trained in the evening (Earle and Myers, 2015a,b).

These groups are evaluated using a discrimination task pre-

and post-training with untrained stimuli and using an identi-

fication task for the trained items right after the training

task. A second post-training evaluation is conducted at a 12-

h interval from the first post-training evaluation which is on

the same day evening for the morning-training-group but on

the next day morning for the evening-training-group. In

other words, even though there is an equal duration gap (i.e.,

12 h) between the two post-training evaluations within the

groups, the evening group gets nighttime sleep between the

two post-training evaluations while the morning group does

not. A key finding from these studies has been that those

trained in the evening benefit from overnight consolidation

while those in the morning do not (Earle and Myers,

2015a,b; Qin and Zhang, 2019). Another reason why the

morning group lags in performance is potentially due to inter-

ference caused by exposure to the native language between

their two post-training evaluations. This has been experimen-

tally demonstrated by Earle and Myers (Earle and Myers,

2015b) who when exposed the speakers of American

English, who were just trained for Hindi contrasts, to English

alveolar plosive sounds (e.g., /d/), found reduced perfor-

mance on the post-training evaluation for Hindi contrasts.

We know that training in the evening before the time of

sleep leads to enhanced learning as compared to training in

the morning. However, most of the studies in the literature

(Drouin et al., 2023; Earle and Myers, 2015a,b; Holz et al.,
2012; Qin and Zhang, 2019) have examined these effects via

a one-session training paradigm where either those trained in

the morning were evaluated right after training, on the same

day, or the next day morning. It has been found that training

in the morning does not yield as much learning outcome as

compared to training in the evening either due to lack of con-

solidation at night and/or probably due to increased interfer-

ence by the native language during the daytime (Earle and

Myers, 2015b). However, learning, in general, may not be a

“one-session process,” especially in the clinical fields of psy-

chology and speech language pathology, and thus, a repeti-

tive multi-session therapy program is usually normative for

clinics. Research in the area of auditory perceptual learning

has shown that multiple sessions of shorter duration are more

beneficial than a single session of longer duration (Molloy

et al., 2012). In a study of veterans with hearing loss who

were provided with auditory training, it was found that multi-

ple regular sessions led to enhanced improvement in their

auditory perception (Chisolm et al., 2013). Thus, given that

learning typically involves multiple sessions, it becomes

imperative to understand how multiple sessions of training

interact with factors such as sleep-mediated consolidation in

the morning vs evening groups.

In the current study, we compared young adults who

were trained in the morning (8–10 am) vs those who were

trained in the evening (6–8 pm) on a 5-session Hindi voice-

less dental and retroflex pseudoword-picture association par-

adigm. More specifically, in this exploratory study, we

evaluated the effect of a multi-session training paradigm

(with one session per day) on the learning performance of

morning vs evening groups. If the combination of sleep-

mediated consolidation (a subject-internal factor) and

multiple sessions (a subject-external factor) turned out to be

additive, we predicted to see enhanced learning and general-

ization in the evening group as compared to the morning

group, a finding similar to the existing findings on one-

session paradigm (Earle and Myers, 2015b,a). On the other

hand, if the combination of sleep-mediated consolidation

and multiple sessions did not turn out to be additive, we did

not expect to see an enhanced performance on the learning

and generalization tasks in the evening group.

II. METHOD

A. Participants

In the current study, 32 young adults (mean age: 18.5,

standard deviation, SD: 0.92; 6 males, 25 females, 1 non-

binary) with normal hearing sensitivity were recruited via

posting flyers and/or via the SONA system of Hofstra

University. Another prerequisite for them was to be native

speakers of North American English and have no knowledge

of any South-Asian languages (e.g., Hindi, Tamil, Kannada,

Bengali, etc.). They were either paid $10/h or were granted

SONA course credits. This study was approved by the

Institutional Review Board of Hofstra University. The partic-

ipants were randomly allocated to the morning group

(n¼ 16; mean age: 18.38, SD: 0.72; 3 males, 13 females) or

the evening group (n¼ 16, mean age: 18.62, SD: 0.56; 3

males, 12 females, 1 non-binary). There were eight other par-

ticipants who were originally a part of this study but had to

be excluded as three of them could not pass the hearing test-

ing and five of them could not attend the five consecutive

training sessions and/or discontinued without finishing the

study.

A priori power analysis: We decided on the number of

participants for the current study based on the a priori power

analysis conducted in our previous study (Maggu et al.,
2019) which essentially employed the same methods and

stimuli as in the current study. In our previous study (Maggu

et al., 2019), it was estimated that in order to achieve 80%

power with an alpha of 0.05 with the minimum effect size

(0.57) of our dependent variable of interest, 14 subjects per

training group were sufficient.

B. Hearing testing

All participants were evaluated for pure tone thresholds

between 250 and 8000 Hz along with testing inter-octave

frequencies using a GSI-18 screening audiometer (Grasen

Stadler, Eden Prairie, MN) in an acoustically padded room.

Pure tones were routed to each ear separately via TDH-39

supra-aural headphones. All participants had pure tone

thresholds of� 25 dB hearing level (HL) for all octave and

inter-octave frequencies between 250 and 8000 Hz. Figure 1

depicts the audiograms for the participants for their right

[Fig. 1(A) and left [Fig. 1(B)] ears.
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C. Musical experience

As it has been found that musical experience is a signif-

icant facilitator for speech learning (Maggu et al., 2018;

Wong and Perrachione, 2007), we wanted to ascertain that

our study did not differ in their musical proficiency.

Subjects were asked to report their musical proficiency on a

Likert scale ranging from 0 to 7 with “0” being “not at all

proficient” and “7” being “very proficient.” Morning (mean-

¼ 2.31, SD¼ 2.3) and evening groups (mean¼ 2.88,

SD¼ 2.25) did not significantly differ in their musical profi-

ciency [t(30)¼ –0.69, p¼ 0.489].

D. Cognitive testing

It has been found that cognitive abilities are associated

with speech perception abilities (Ingvalson et al., 2015;

Ingvalson et al., 2017; Rudner et al., 2009; Yoo and

Bidelman, 2019). For example, those with enhanced working

memory may perform better on speech perception as com-

pared to those with poor working memory. We wanted to

ascertain that our study groups did not differ in their cognitive

abilities. Cognitive testing involved testing for executive func-

tion and working memory. It was conducted via the NIH cog-

nition toolbox battery (Weintraub et al., 2013; Weintraub

et al., 2014) via an iPad (9th generation; 15.4.1). For testing

the executive function, the Flanker subtest of the battery was

used and for testing the working memory, the list sorting work-

ing memory subtest of the battery was used. It was found that

there was no significant difference between the two groups on

executive function [morning: mean¼ 94.06, SD¼ 12.64; eve-

ning¼ 99.06, SD¼ 20.26; t(30)¼ –0.83, p¼ 0.409] and work-

ing memory [morning: mean¼ 112.81, SD¼ 18.22;

evening¼ 108.06, SD¼ 29.16; t(30)¼ 0.55, p¼ 0.584].

E. Speech testing and training

1. Stimuli

Speech stimuli that were used for both training and test-

ing consisted of Hindi voiceless dental-retroflex sounds

from our previous study (Maggu et al., 2019). These sounds

included consonants /t9, �/ produced with eight vowels (/a/,

/i/, /u/, /o/, /e/, /ae/, /@/, /`/) by a phonetically trained native

Hindi speaker. Recordings were made using a Shure

SM10A microphone and Praat (Boersma and Weenink,

2010) with a 44 100 Hz sampling rate and 16-Hz sampling

depth. Picture stimuli that were used in the training task of

the current study consisted of black and white pictures of

familiar objects, used in the previous studies (Antoniou and

Wong, 2016; Chen et al., 2015; Maggu et al., 2018; Maggu

et al., 2019; Wong and Perrachione, 2007). The pictures of

familiar objects were chosen for this study in order to mini-

mize the need for learning novel objects and novel “words”

at the same time. The speech stimuli were resynthesized

using Praat to match duration, intensity, and pitch to ascer-

tain that the dental and retroflex tokens had all acoustic

parameters the same and differed mainly on the consonant-

vowel (CV) transition of the third formant—a feature that is

contrastive between dental and retroflex plosives. The stim-

uli pairs were assigned to either Set-A or Set-B. Set-A con-

sisted of sounds /t9, �/ in /Ca/, /Ci/, /Cu/, /Co/ context, and

Set B had these sounds in /Ce/, /Cae/, /C@/, /C`/ context.

Since the Set-A and Set-B sounds exhibited equivalent per-

formance in our previous study (Maggu et al., 2019), the

participants in the current study were tested on Set-A and

trained on Set-B. All stimuli in all the tasks of the current

study were routed to the participants via Sennheiser 280

headphones (Sennheiser, Wedemark, Germany).

2. Pre- and post-training evaluation

At the start and end of the training paradigm, a self-

paced AX (same/different) discrimination testing was con-

ducted to assess the participants’ ability to perceive the con-

trast. Sounds from Set-A were used for these evaluations.

Dental-retroflex pairs were presented, and the subjects had

to press the appropriate button on the keyboard to indicate

“same” or “different.” The subjects were provided relevant

instructions on the computer screen. After they pressed

“space” on the keyboard, a “þ” appeared for 500 ms, fol-

lowed by the stimuli pairs with 1000 ms interstimulus inter-

val between the sounds in the pairs. If they perceived any

difference between the sound pairs, they were expected to

FIG. 1. (Color online) Pure tone thresholds for frequencies from 250 to 8000 Hz, including inter-octave frequencies for the (A) right ear; and (B) left ear.

Solid red and blue lines are average pure tone thresholds for the right and left ears, respectively.
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press the button corresponding to “different.” On the other

hand, if they perceived no difference between the sound pairs,

they were expected to press the button corresponding to

“same.” The rundown of the evaluation was programmed

using E-Prime 3.0. Subjects were presented with a total of 64

pairs (4 token pairs� 4 repetitions� 2 “same” sequences� 2

“different” sequences). Before the actual evaluation, subjects

were presented with practice items that were not part of the

evaluation, to familiarize the subjects regarding the task.

Feedback was provided for the practice items to enable learn-

ing of the task. The evaluation took about 5 min to complete.

3. Training

Training consisted of a pseudoword-picture association

task as in the previous studies (Antoniou and Wong, 2016;

Chen et al., 2015; Maggu et al., 2018; Maggu et al., 2019;

Wong and Perrachione, 2007). Training was conducted on five

consecutive days between 8 and 10 am for the morning group

and 6 and 8 pm for the evening group. In each training ses-

sion, 64 pseudoword-picture pairs [2 contrast-type (dental/

retroflex)� 4 tokens� 8 repetitions] were presented with

2300 ms stimulus onset asynchrony between the items. The par-

ticipants were instructed to pay attention to the presented

pseudoword-picture pairs to learn these associations. For exam-

ple, every time the participants heard the sound /t9a/, it was

accompanied by the picture of “shirt” and so on [Fig. 2(A)].

The instructions were as follows: “You will see some pictures

and hear the word associated with those pictures in a new lan-

guage. You do not need to press anything to go to the next pic-

ture—it will advance automatically. Press any key to continue

with the instructions.” These were followed with another

slide of instructions: “After you have finished learning these

word-picture pairings, you will be given a test to see how

well you learned the new language. Press any key to begin

training.” After the training, these instructions were provided:

“You have finished the training phase. Now you will be tested

to see how well you have learned these new words. Press any

key to continue with instructions.” After they pressed any key

to continue, the subjects were evaluated for what they learned

in that training session via an 8-alternate forced choice identi-

fication (AFC) task. The instructions were as follows: “Next

you will see 8 pictures on the screen. You will also hear a

word in the new language you just learned. Please select the

correct picture by using the keyboard to enter the appropriate

number (1–8). You will not be timed. Press any key to begin.”

They were expected to select the appropriate picture for the

presented pseudoword based on their learning in the

pseudoword-picture association task. For example, for a sound

/t9ae/, the participants were expected to press the key “2” on the

keyboard that corresponded to the picture of a soccer ball—an

association that was provided to them in the training

[Fig. 2(B)]. The subjects did not receive any feedback on their

responses to this task. The order of stimuli was randomized

across sessions and subjects in both training and identification

tasks. Each session lasted for 13–15 min in duration.

Pre-training evaluation was conducted on the first day

followed by which the first session of training took place.

Post-training evaluation was conducted on the fifth day after

the fifth session of training was conducted.

III. RESULTS

A. Training

Identification data obtained from the 8-AFC task, which

was conducted following each training session, were used to

FIG. 2. (A) Association of pictures with the pseudoword in the training paradigm; (B) 8-AFC identification task where the subjects were expected to match

the relevant picture to the heard sound based on what they learned during the training. In the previous example, a subject would choose picture #2 for the

pseudoword /t9ae/.
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plot learning curves. Figure 3 contains average learning

curves for the morning and evening sessions. For the morn-

ing group, identification scores ranged between 40% and

50% and for the evening group, identification scores ranged

between 40% and 70% across the five sessions of the train-

ing. Then, 2 (Morning and Evening groups)� 2(first and last

sessions) mixed analysis of variance (ANOVA) was con-

ducted on the training data, using R studio version 3.6.3

(RStudio Team, 2019). Statistical analysis revealed main

effects of Group [F(1,30)¼ 7.26, p¼ 0.011] and Session

[F(1,30)¼ 47.43, p< 0.001] and a significant Group

� Session interaction [F(1, 30)¼ 7.44, p¼ 0.011]. A simple

effect analysis revealed that the two groups did not differ in

the first session [F(1,30) ¼0.73, p¼ 0.39] but significantly

differed on the fifth session [F(1,30)¼ 16.02, p< 0.001].

B. Pre- vs post-training evaluation

An AX discrimination task using Set-A of the stimuli

was used for examining the extent of generalization due to

training with Set-B stimuli. D-prime was calculated using a

dprime() function-based pipeline (Tichko, 2021) on R studio

(RStudio Team, 2019). Overall, both morning and evening

groups improved after training on the AX discrimination

task. However, the evening group exhibited more improve-

ment as compared to the morning group (Fig. 4). A

2(Group)� 2(Evaluation) mixed ANOVA revealed a main

effect of Evaluation [F(1,30)¼ 15.35, p< 0.001] and a sig-

nificant Group � Evaluation interaction [F(1,30)¼ 4.23,

p¼ 0.047]. Further, a simple effect analysis revealed that

the two groups differed only on the post-training evaluation

[F(1,30)¼ 5.42, p¼ 0.024] but not on the pre-training eval-

uation [F(1,30)¼ 0.41, p¼ 0.527].

IV. DISCUSSION

The current exploratory study was aimed at examining

the effect of multiple sessions of training on the learning

performance of morning vs evening training groups. More

especially, we investigated this research question by com-

paring a morning-training-group (8–10 am; n¼ 16) with an

evening-training-group (6–8 pm; n¼ 16) on a pseudoword-

picture association training containing non-native speech

contrast that spanned across five consecutive days. Overall,

we found that both the morning and the evening groups con-

tinued to learn across the five consecutive days of training,

but the morning group lagged behind the evening group in

their learning performance. In addition to the difference in

learning performance between the groups, we found that the

morning group also performed worse than the evening group

on the generalization to novel dental-retroflex contrasts (i.e.,

untrained stimuli).

The current findings are consistent with the existing

research that has found that those trained in the evening

exhibit more improvement as compared to those who are

trained in the morning (Drouin et al., 2023; Earle and

Myers, 2015a,b; Holz et al., 2012; Qin and Zhang, 2019).

One of the key differences between the results of the current

and the previous study (Earle and Myers, 2015b) was that in

the current study, learning during the evening resulted in

enhanced discrimination of dental-retroflex contrasts with

novel vowel contexts. Previous studies (Earle and Myers,

2015a,b; Fuhrmeister et al., 2020; Fuhrmeister and Myers,

2020) have found that the tasks requiring a declarative recall

(e.g., picture-pseudoword identification) are benefitted by

the sleep-mediated consolidation. This benefit was found to

extend to discrimination tasks of trained items but not to

untrained items (Earle and Myers, 2015a,b) unlike in the

current study. However, a critical difference between the

existing studies and the current study is that the existing

studies used a one-session training paradigm with the

follow-up testing to be done 12 h after the training, i.e., on

the same night for the morning group and the next morning

for the evening group. In comparison, in the current study,

the training and identification testing was conducted every

24 h for five consecutive days. It can be speculated that the

repeated training sessions might have interacted with the

FIG. 3. (Color online) Comparison of the learning curves for morning and

evening groups across the five training sessions. Error bars indicate 6 1

(Standard Error of the Mean) SEM.

FIG. 4. (Color online) Comparison of the morning and evening groups on

discrimination of the dental-retroflex contrast before (i.e., pre) and after

(i.e., post) training. Error bars indicate 61 SEM.
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sleep-mediated consolidation mechanisms to extend the

benefits toward discrimination of the dental-retroflex con-

trast with novel vowel contexts. Generalization learning to

novel dental-retroflex contrasts as a result of this multi-

session training is consistent with our previous study

(Maggu et al., 2019). Further, there are several other meth-

odological differences between the current research and the

previous studies that could have contributed to the differ-

ence between the findings of the current and the aforemen-

tioned studies. First, the stimuli in the current study were

Hindi voiceless dental and retroflex sounds (e.g., /t9, �/) while

the previous studies contained Hindi pre-voiced dental and

retroflex sounds (e.g., /d9 , ˜/). As it is known that the pre-

voiced sounds are typologically more marked/complex as

compared to voiceless sounds (Itô and Mester, 1998; Kager

et al., 2007; Lombardi, 1999), this could have been a possi-

ble contributor towards the lack of generalization to novel

contrasts in the previous studies. Second, the current study

trained in multiple phonological environments by using four

different vowels with the dental and retroflex sounds. In

contrast, most of the previous studies are based on training

using one (Earle and Myers, 2015a,b; Fuhrmeister et al.,
2020) or two vowels (Fuhrmeister and Myers, 2020) with

the dental and retroflex sounds. Further, in the current study,

as in the previous studies from our lab (Maggu et al., 2018;

Maggu et al., 2019), we have used pictures of known

objects, unlike the previous studies that have used pictures

of novel objects. Further, no feedback was provided during

the training in the current study while feedback has been

used in the previous studies.

The findings of the current study are of relevance

both from theoretical and clinical standpoints. By visual

examination of the learning data, comparable performance

can be observed for the morning group in their final training

session and the evening group on their first training

session. In other words, repeating the training sessions did

not improve the performance of the morning group. This

could have been due to the interaction between multiple ses-

sions and sleep-mediated memory consolidation that possi-

bly strengthened the encoding/learning for those trained in

the evening (see discussions in Fuhrmeister et al., 2020;

Shibata et al., 2017). From the standpoint of clinics where

the therapy is conducted on a regular basis within a set

schedule, these findings are relevant for optimizing the ther-

apy schedule for the benefit of both patients and clinicians

alike.

While this study compared the effect of repeating the

sessions in the morning vs the evening over five consecutive

days, on non-native speech contrast discrimination, the dos-

age per session was kept equal across the training groups. In

the future, it will be interesting to examine the effects of

increasing the dosage per session in the morning group as

compared to the evening group. For example, by doubling

the training items in the morning sessions, it would be inter-

esting to see whether the morning group can catch up to the

performance of the evening group. Findings from such

research will be beneficial in optimizing the therapy by

understanding the amount of effort/time that will be needed

depending on the therapy schedule.

A. Limitations

Previous studies (Earle et al., 2017; Qin and Zhang,

2019) have administered questionnaires to collect informa-

tion regarding participants’ sleep (e.g., sleep duration,

wake-up and fall-asleep times, quality of sleep, etc.) for the

time that they were enrolled in the experiment. In the cur-

rent study, such measurements were not collected across the

five days of the training. As self-report sleep-related data

have been suggested to be less precise and further sugges-

tions have been made to objectively record sleep duration

and quality for more precise measurements, future studies

could employ sleep-monitoring headband-like devices to

record sleep-related aspects in a more accurate manner (Qin

and Zhang, 2019). Also, future studies may consider

employing mixed effect models to account for by-

participant and by-item variabilities.
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